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IS THERE MORE VIOLENCE IN VERY HOT 
WEATHER? TESTS OVER TIME IN PAKISTAN, 
AND ACROSS COUNTRIES WORLDWIDE 
John Simister♠, Evert Van de Vliert♦ 

Abstract: 
Several writers have claimed that temperature appears to influence violent 
behaviour.  We consider two papers which studied this issue, but which arrived at 
different conclusions.  Van de Vliert et al (1999) claim the highest rates of violence 
are associated with temperatures about 24°C; whereas Simister and Cooper 
(2005) consider violence to be more common if temperatures are more than 24°C. 
We report evidence to support each viewpoint.  We claim that other aspects of 
climate (in addition to temperature) are also relevant to violence, including 
rainfall and humidity.  It appears that more climate and crime data are needed, 
before we can fully understand this issue; the Pakistan government (and it 
agencies) are well-placed to help researchers.  This is an important topic:  
governments may be able to reduce violence, if the causes are understood better. 

Introduction: 
Few issues provoke as much public concern as violence.  No wonder:  in the year 
2000, for example, an estimated 0.8 million people worldwide lost their lives to 
intentional injury; over three-fifth of these deaths were homicides (murders) (Krug 
et al., 2002: 9-10).  Persistent variations in the homicide rates of different countries 
have led sociologists and criminologists to question why violence, and lethal 
violence as an extreme example, is more common in some societies than in others.  
This paper focuses on one possible explanation, which has been supported by 
several researchers:  climate, and especially temperature. 

There is disagreement between researchers on the effects of temperature on 
violence.  Some writers, such as Van de Vliert et al (1999), report evidence to 
support a ‘curvilinear hypothesis’: violence tends to increase with higher 
temperatures, up to a daytime temperature about 24°C, but then declines with 
further increases in temperature. Simister & Cooper (2005) reach an opposite 
conclusion:  that there is more violence at very hot temperatures.  These two 
claims are not as different as they appear – over a range of roughly 8 to 24 °C, both 
groups of researchers claim violence tends to increase at higher temperatures.  
There is little evidence in either paper on the effects of cold temperatures (Simister 
& Cooper, 2005), are cautious about claiming violence increases at very cold 
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temperatures; cold temperatures are hardly mentioned in Van de Vliert et al, 1999).  
This paper focuses on the controversy of high temperatures:  does violence fall 
above 24°C, as Van de Vliert et al, 1999, claim – or does violence continue to 
increase at higher temperatures, as claimed by Simister & Cooper (2005)?  We use 
the phrase ‘curvilinear hypothesis’ to refer to Van de Vliert et al’s claim that 
violence declines as temperatures exceed about 24°C;  the alternative hypothesis is 
that violence continues to increase at very hot temperatures. 

This paper uses two types of evidence:  time-series data from Pakistan and cross-
section data from different countries.  We study murder and attempted murder in 
Pakistan; and political violence in our cross-section data.  The explanatory 
variables are temperature, rainfall, and humidity. 

Literature Review 
There are many possible influences on violence;  we do not have sufficient space 
to examine them all.  Scientists have long been wrestling with the effects of 
climate on human behaviour, including crime (for overviews, see Sorokin, 1928;  
Parker, 2000).  Some of this previous research focused on whether the relationship 
between temperature and violence is linear or curvilinear (for overviews, see 
Anderson et al., 2000;  Rotton & Cohn, 2002;  Rotton, 1986, 1993).  The exact 
mechanism is unclear – Van de Vliert et al (1999) suggest a cultural explanation 
which connects climate to behaviour;  whereas Simister & Cooper (2005) suggest a 
medical explanation, considering violence to be a side-effects of adrenaline (which 
is secreted into the blood at high temperatures, as part of a thermal control 
mechanism in humans). 

There are many complications in this field – not least, identifying cause and effect.  
For example, violence may be a response to poverty.  On the other hand, income or 
capital resources can be exchanged for a wide variety of goods to overcome or 
mitigate the hardships of harsh climates (Parker, 2000: 132-135).  Extreme 
climates may be a cause of income levels:  “poverty is ... approximately a tropical 
problem” (Theil & Finke, cited in Ram, 1997;  see also Van de Vliert, Kluwer & 
Lynn, 2000) – for example, farm output may be reduced by extreme weather.  
According to resource mobilization models (e.g. Boswell & Dickson, 1993;  
Cooney, 1997;  Muller & Weede, 1990;  Tilly, 1978), the political system 
mobilizes resources for collective goal attainment, distributes power, and provides 
access to dispute resolution structures.  Democracy may be related to violent 
behaviour:  highly repressive regimes suppress violence;  highly democratic 
regimes provide non-violent channels for expression;  and regimes between these 
extremes may experience most violence.  Another viewpoint is ‘cultural 
masculinity’, in which gender roles are clearly distinct:  men are supposed to be 
assertive, tough, whereas women are supposed to be more tender (Hofstede, 2001: 
297); cultural masculinity may be related to climate (Van de Vliert et al., 1999). 
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Data and Methods: 
For this paper, we use the term ‘climate’ to represent several variables – including 
temperature, rainfall, and humidity.  Climate varies from harsh at latitudes closer 
to the icecaps (e.g. Canada), in countries with land climates (e.g. China), and in 
desert areas (e.g. Sudan), to temperate in countries with sea climates at latitudes 
closer to the equator (e.g. Costa Rica).  Van de Vliert & Smith (2004) claim that 
the more the local temperature deviates below or above 20°C, the more hostile the 
temperature seems to humans;  others (such as Brück, 1989: p. 631) also discuss 
other variables, such as humidity and wind speed, as being relevant to how ‘cold’ 
or ‘hot’ a human is likely to feel. 

We use both time-series and cross-section data.  Our time-series data is for 
Pakistan:  our methods are similar to those of Simister & Cooper (2005), but using 
entirely different data, because we could not find sufficient humidity data for USA.  
We suspect Pakistan is one of the best countries to study for this topic, regarding 
availability of published data.  There are other advantages in studying Pakistan:  it 
has large month-to-month variations in rainfall, receiving a mild monsoon around 
July to August.  Our cross-section research uses data provided in Van de Vliert et 
al (1999), with additional climate data explained below. 

Our regression specifications are simpler than the two papers we are assessing.  
The issue of which variables to include in regression is controversial:  there are 
risks in using too few variables (omitted variables bias) or too many variables 
(collinearity).  A simple regression specification has advantages here, because we 
are not sure which variables are causes and which are effects.  To illustrate this, 
consider six of the variables in Van de Vliert et al (1999):  income and income 
squared; democracy index, and democracy squared; masculinity index and 
masculinity squared.  None of these six variables were statistically significant in 
either regression (by the final step), which suggests they are irrelevant to political 
violence.  But even if they are relevant, any of them could be effects, rather than 
causes, of violence.  Political violence could end or begin a period of democracy.  
Income may be affected by violence, because investors are less likely to invest in a 
violent country.  Simister & Cooper (2005) suggest a culture of ‘masculinity’ may 
be caused by aggression as a side effect of adrenaline in hot climates.  Note, 
however, that there is a case for including variables which are not statistically 
significant, if only to prove their insignificance.  We exclude some variables used 
by Simister & Cooper (2005), such as day length (which they found statistically 
insignificant). 

This paper is unusual in considering the influences of ‘rainfall’ (which we use as a 
shorthand for precipitation – including snow, hail, etc), and humidity, on violence.  
We think most (or all) temperature-related violence occurs in hot weather, i.e. in 
the summer months.  So we only consider effects of rain in summer, and ignore 
effects of rain in other months.  To do this, we consider only rainfall in June & 
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July in northern hemisphere countries (including Pakistan), or in December & 
January in southern hemisphere countries.  Our ‘summer rain’ variable is equal to 
rainfall in June and July, or is equal to zero for other months.  For cross-section 
data, we then calculate the average of this ‘summer’ rainfall for all 12 months.  We 
then do the same for humidity (on the assumption that only humidity in June or 
July is relevant to crime).  Other researchers might consider different definitions of 
“summer”, such as June to August for northern hemisphere countries. 

In this paper, all temperatures are “dry-bulb” temperatures, in degrees Centigrade;  
all rainfall data is in millimetres per month;  and all humidity data is ‘relative 
humidity’ at noon, expressed as a percentage.  All crime rates in this paper are 
numbers of crimes per year, per 100,000 people.  To calculate ‘temperature 
squared’ for regression, we follow Van de Vliert et al (1999), and subtract the 
mean temperature from each individual temperature before squaring.  This is vital, 
because without it the correlation between temperature and temperature squared is 
extremely high (about .965 in our cross-section data, or .997 in our time-series 
data) – so collinearity would be a major problem if we did not subtract the mean 
before squaring. 

Evidence from Pakistan: 
Crime data in each province of Pakistan (and Karachi city) is available, but we 
found too few observations to produce reliable results;  so we study crime in 
Pakistan as a whole.  We measure violence by number of murders plus attempted 
murders, reported in Monthly Bulletin of Statistics (Federal Bureau of Statistics, 
multiple editions).  We divide the number of these crimes by our estimate of 
population each month (based on census data), to give a crime rate per 100,000 
people;  we divide this by the number of days per month, and multiply by 365 to 
get annual equivalents (for comparability with cross-section data below).  Monthly 
data is available from July 1977 to December 2001; we sought climate data 
(temperature, rainfall, and humidity) for the same period. 

The Monthly Bulletin of Statistics (Federal Bureau of Statistics, multiple editions) 
has monthly data on temperature at about a dozen weather stations;  but there are 
missing values for some weather stations, which can distort results (for example, if 
data were missing from a hot area, the Pakistan average might appear colder that 
month).  We use data from 4 weather stations, which have few missing 
observations:  Karachi Airport (Sindh); Lahore (Punjab);  Peshawar (North West 
Frontier Province);  and Quetta (Baluchistan).  For temperature, rainfall, and 
humidity, we calculate unweighted averages of these 4. 

From October 1988, we use temperatures from The Monthly Bulletin of Statistics 
(Federal Bureau of Statistics, multiple editions), calculating the average of 
‘maximum’ and ‘minimum’ temperature at each of the 4 weather stations.  Before 
October 1988, we use data from CRU (2001, 2004) for the same 4 weather stations 
(sadly, this type of data is no longer available on the CRU website:  CRU now only 
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make gridded data available).  For several years, we have temperature data from 
both sources, and we find they report identical data in most cases we examined; 
hence we are confident that CRU (2001 and 2004) temperature data can safely be 
combined with data from Federal Bureau of Statistics.  Temperature data at these 4 
weather stations are fairly complete;  but there are a few missing temperature 
observations, which we estimate (for example, there is missing data for December 
1984 in Quetta;  we use the average December temperature in Quetta for all 
available years, as our estimate of Quetta’s December 1984 temperature). 

The rainfall data we found is less reliable than temperature data.  We use rainfall 
data from The Monthly Bulletin of Statistics (Federal Bureau of Statistics, multiple 
editions), at the 4 weather stations we chose, for November 1988 to November 
2001, and calculate the average of these 4.  To use earlier crime data, we combine 
this with gridded data from CRU (Mitchell et al, 2003).  These two sources are not 
directly comparable – we encourage CRU to make data on individual weather 
stations available, as they used to do for temperatures.  Our approach is to estimate 
rainfall in Pakistan as a whole, from each source.  For each month from November 
1988, we calculate the average of 4 chosen weather stations.  For earlier months, 
we use data from the 4 grid ‘squares’ labelled “Pakistan” in Mitchell et al (2003):  
25 to 30 degrees north, 60 to 65 degrees east;  25 to 30 degrees north, 65 to 70 
degrees east;  30 to 35 degrees north, 65 to 70 degrees east;  and 35 to 40 degrees 
north, 70 to 75 degrees east.  A grid square typically includes data from several 
weather stations.  Grid squares do not always follow national boundaries:  some 
weather stations in these 4 squares may be outside Pakistan, and some Pakistan 
weather stations may be in grid squares other than these 4.  We have data from 
both sources (Federal Bureau of Statistics, and Mitchell et al 2003) for several 
years;  in the overlap period (November 1988 to December 1994), average rainfall 
from CRU is only 59.5% of that in the 4 chosen weather stations, so we multiply 
Federal Bureau of Statistics data by 0.595, to make average rainfall from the 4 
weather stations comparable to CRU. 

 

 

Humidity data is harder to obtain than temperature or rainfall data.  Federal Bureau 
of Statistics (1998) reports climate ‘normals’ for our 4 chosen weather stations, 
including ‘vapour pressure’ for each month (at different times:  we chose noon).  
We multiply this by the ratio of (average vapour pressure for each year) to 
(average vapour pressure for all years), using the same publication.  This gave 
estimates of vapour pressure each month & year, at all 4 weather stations;  we 
calculate relative humidity, and the unweighted average of relative humidity at the 
4 weather stations.  The end result is far from ideal, but is the best source of 
humidity data we have.  As a check, Karachi’s monthly humidity from 1997 to 
2000 is available from sbos.sdnpk.org for 8am and 5pm; the average of these two 
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humidity values is close to our estimate of Karachi’s humidity of noon.  

We now turn to our Figure 1, which uses (as an indicator of violence) murders & 
attempted murders (combined), as a monthly rate of murders or attempted murders 
per 100,000 people.  This chart uses data from July 1977 to December 2001.  The 

crime rate in Figure 1 has two outliers (November 1989, and April - May 1990).  
To avoid distorting regression results, we replace these values with average crime 
rates (for November, April, and May respectively).   

Figure 1 shows a very striking connection between temperature and violent crime:  
the rate of murder/attempted murder tends to be higher in hot months, as indicated 
by the vertical spikes about the middle of each year.  These confirm the association 
between crime and extreme temperatures – 
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Figure 1:  Murder/attempted murder per 100,000 people per year, & temperature, versus time: Pakistan 
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murders & attempted murders tend to increase in summer months, when 
temperatures are high.  Figure 1 also offers our first evidence against some ideas in 
Van de Vliert et al (1999):  they claim crime tends to reduce above 24oC,  yet 
Pakistan temperatures rise to over 30oC each summer – and crime appears to peak 

at the hottest month.  Clearer evidence on this is shown in Figure 2, which 
represents the same crime rate and temperature data as Figure 1, but as a ‘XY’ 
(scatter) graph. 

Figure 2 can be used to assess the claim of Van de Vliert et al (1999), that violence 
tends to be less prevalent if temperatures rise above about 24oC:  the ‘curvilinear 
hypothesis’ predicts an inverted V-shape.  But Figure 2 suggests an approximately 
linear pattern, which casts doubt on the claims of Van de Vliert et al.  We return to 
this issue in our regression findings below. 

In Figure 2, we add a third dimension:  months in which rainfall is over 40mm 
(wet months are shown as black, others as white).  Rain seems to have complicated 
effects on violence.  On the right-hand-side of Figure 2, there is less violence in 
rainy months than in dry months;  whereas the opposite effect is seen on the left-
hand-side of Figure 2, where there tends to be more violence in months with high 
rainfall (although some cold & rainy months have low crime rates).  Both effects 
of rainfall seem plausible to us:  in hot weather, rain falling on skin or clothes will 
cool the body as it evaporates.  But in cold weather, this cooling effects of rain can 
make people too cold, increasing thermal stress.  This complexity causes us 
problems, however, when comparing rainfall in different countries (to test the 
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curvilinear hypothesis).  In this paper, we focus on rainfall in summer months 
(which we assume to be June & July, in Pakistan). 

Many wet months are on the right-hand-side of Figure 2, suggesting that wet 
summers tend to be associated with high temperatures.  And we can also observe 
in Figure 2 that wet summer months tend to have lower crime rates than would be 
expected, given their high temperature.  Taken together, these suggest that wet 
summers are likely to be correlated with large values of (temperature2).  This 
could explain Van de Vliert et al’s (1999) regression finding, that (temperature2) 
tends to be negatively associated with crime – which they interpreted as evidence 
that violence tends to decline at high temperatures.  Their interpretation may be 
incorrect:  we suspect crime rates may continue increasing if temperatures rise 
above 24oC, and their regression results are an artefact of the data (a result of the 
fact that the hottest climates tend to have high rainfall).  This explanation is not 
entirely persuasive, however.  If rainfall reduces violence, we would expect all 
‘wet summer’ months to have less violence than other months at the same 
temperature;  but these wet summer months form approximately a vertical line – 
some wet summer months (near the top of the vertical line) have high crime rates.  
This led us to investigate another issue:  humidity.  

Previous researchers (such as Brück, 1989: p. 631) discuss many influences on 
how hot humans feel – including humidity.  Perspiration is one way humans keep 
cool, if the temperature is high; but sweating tends to be less effective if the air is 
very humid.  This paper is mainly concerned with hot weather, because (as Figure 
1 indicates), more crime occurs in hot weather.  So for our regressions (in Table 1), 
we focus on what we call ‘summer’, and calculate average humidity in June & July 
for Pakistan as a whole, using humidity at 4 weather stations (see ‘data and 
methods’ section above).   

International Data: 
For this section, we use political violence data (riot & armed attacks), reported in 
Van de Vliert et al (1999).  Like Van de Vliert et al (1999), we use logs to 
minimise the distorting effects of very high rates of violence in some countries:  
Log(1+political crime rate per 100,000) adding 1 because no political crime is 
reported in some countries (this is the vertical axis in Figures 3 and 4, and is the 
dependent variable in regressions C and D in Table 1).  For cross-country analysis, 
we use monthly data from Mitchell et al (2003) on temperature, rainfall, and 
humidity:  we calculate the average for all weather stations in each country 
(whereas Van de Vliert et al, 1999, use temperature in the capital city).  
Temperatures on the horizontal axis of Figures 3 and 4, and in our regressions, are 
average of 12 months (January to December). 
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Figure 3 broadly reflects the methods used by Van de Vliert et al (1999).  We 
calculate the rate of violent crimes per 100,000 people;  each symbol in Figure 3 
represents a country.  As a whole, the distribution of these countries in Figure 3 
suggests an inverted-V shape, in which violent political crimes tend to be less 
frequent at high temperatures;  hence, Figure 3 appears to support the ‘curvilinear 
hypothesis’ promoted by Van de Vliert et al (1999).  But why is Figure 3 such a 
different shape to Figure 2?  Our first attempt to answer this question is to consider 
possible impacts of rainfall and humidity, in Figure 4.  We use lighter shading for 
those countries which have, in their summer months, less than 90mm of rain per 
month and more than 90% relative humidity.  Our reasoning is that if rain tends to 
reduce thermal stress but humidity tends to increase it (as our regression results in 
Table 1 suggests), then the least stressful countries are those with low rainfall and 
high humidity in summer (if other factors, such as temperature, are held constant).  
Both of these cut-off points (90mm and 90%) are arbitrary; we tried various 
combinations, and chose these because they produce a fairly clear graph. 
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In Figure 4, the darker-shaded symbols represent countries which have high 
rainfall, or low humidity, or both.  We would expect the darker-shaded countries to 
have less thermal stress than other countries at the same temperature.  Figure 4 is 
not entirely clear; but there seems to be a tendency for the low humidity & high 
rainfall countries to be concentrated in the lower-right corner of Figure 4 (perhaps 
this relationship is partly obscured by other unmeasured variables, such as wind 
speed).  Hence, it is possible that the true relationship between temperature and 
violence is approximately a straight line from bottom-left to top-right:  in other 
words, the pattern observed in Figure 2.  It is possible that Figure 3 only 
approximates to an upside-down-V shape due to an artefact of the data (because 
rainfall & humidity are left out of Figure 3).  Hence, Figure 4 shows less support 
(than does Figure 3) for the ‘curvilinear hypothesis’.  However, even if the darker-
shaded countries in Figure 4 are ignored, Figure 4 does not look much like Figure 
2, and hence we do not see clear support for the simple hormone-based explanation 
for violence argued for by Simister & Cooper (2005). 

Regression Analysis: 
We now turn to regression analysis, which we think is a more persuasive approach 
(than graphs) to testing the competing claims of the two sets of authors.  We carry 
out regression on both datasets used above:  Pakistan time-series data, and cross-
country data.  We combine results from both datasets in Table 1, to make 
comparisons easier. 
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Because we use time-series data in Pakistan, OLS regression would not be 
appropriate:  it would lead to a high risk of inaccurate results, because of 
autocorrelation and seasonality.  Autocorrelation is where each observation is 
similar to the previous observation and seasonality where a pattern is repeated each 
year.  We deal with these problems by using ARIMA (AutoRegressive Integrated 
Moving Average) regression – we use the ARIMA(1,0,0)(1,0,0) specification.  Our 
results are reported as regressions A and B, in Table 1.  The need for ARIMA is 
confirmed by the fact that AR1 (autoregressive) and SAR1 (seasonal correlation) 
terms are both statistically significant in regressions A and B (our investigations, 
not all reported here, suggest that first-differencing or seasonal first-differencing 
are not required, and could cause problems due to over-differencing).  
Autocorrelation is not a problem in regressions C and D (which use cross-section 
data), so we use OLS regression. 

Our regression specification is one of the simplest we could use, to test whether 
rainfall and/or humidity in hot weather can explain the apparent difference 
between the two papers we compare.  Our regression specification has the 
advantage that our variables can be used in both cross-section and time-series 
analyses.  Other researchers could add other variables, such as wind speed. 

Table 1: Regression Results 

* indicates significant at 5%;  ** indicates significant at 1%. 

 Pakistan 
(time-series) 

All available countries 
(cross-section) 

 Regression A Regression B Regression C Regression D 
AR1 .6096 ** .6246 **     
SAR1 .4750 ** .4476 **     
Constant 1.0028  1.0194 ** .521 ** -.882  
Log(summer 
rainfall) 

  -.0349 **   -.479 ** 

Log(summer 
humidity) 

  .0324 **   1.635 ** 

Temperature .0092 ** .0085 ** .008  .017 * 
Temperature2 .0002  .0001  -.001 * -.001  

Sample size 294  
294 

 
135 

 
135 

R2   .12 .19 
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In our view, the key part of Table 1 is the (Temperature2) row.  In regression C, 
this coefficient is negative and statistically significant, apparently confirming the 
claims of Van de Vliert et al (1999).  This is consistent with the overall shape of 
Figure 3, which shows approximately an upside-down V shape:  as temperatures 
rise above some threshold (which Van de Vliert at al suggest is about 24oC), 
violence tends to reduce.  However, column D of Table 1 does not support their 
hypothesis:  when we control for summer rainfall and humidity, the 
(Temperature2) term is no longer statistically significant, which suggests that the 
apparent negative effect of very high temperature on violence is an artefact of the 
data.  Figures 2 and 4 in this paper may help explain why (Temperature2) is 
misleading in regression C:  very high temperatures are associated with high 
rainfall, and rainfall tends to reduce thermal stress.  But if rainfall (and humidity) 
were unchanged, very high temperatures would not cause a reduction in violence.  
Regressions A and B also seem inconsistent with the curvilinear hypothesis, 
because the (Temperature2) coefficients are both positive (which is consistent with 
the tendency of Figures 1 and 2 to become, if anything, more steep at very high 
temperatures).  In summary, Table 1 (as a whole) does not support the central 
claim of Van de Vliert et al (1999), that violence declines at very high 
temperatures. 

Table 1 also appears to reject some claims by Simister & Cooper (2005, p. 13).  
They found that rainfall appeared not to have a significant effect on violence;  but 
our Regressions B and D suggest that, if temperatures are high, rainfall has a 
highly significant tendency to reduce violence.  We think the significantly positive 
coefficients for humidity (in Regressions B and D) may explain the discrepancy 
between our results and those of Simister & Cooper, because they did not include 
humidity in their regression.  We think rainfall and humidity tend to have opposite 
effects on violence:  humidity appears to increase violence, but rainfall tends to 
reduce it, if other factors (such as temperature) are held constant.  However, if only 
rainfall is considered, the regression coefficient for rainfall may be insignificant 
because of a tendency for humidity to be higher when rainfall is high.  There are 
other complications:  our research (not all reported here) indicates that in Pakistan 
(at least), heat and rainfall both tend to be high in summer months.  This gives a 
positive association between rainfall and temperature; hence, collinearity makes it 
more difficult to test the competing claims by Van de Vliert et al (1999) and 
Simister & Cooper (2005). 

 Our regression results generally support the view (in Van de Vliert et al 1999, and 
Simister & Cooper 2005, and others) that violence tends to increase if temperature 
rises, using the ‘Temperature’ row of coefficients in Table 1.  This coefficient is 
always positive, and is statistically significant in regressions A, B, and D. 
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Discussion: 
Simister & Cooper (2005: pp. 7-8) discuss cities in Puerto Rico, which appear to 
be ‘outliers’ in having low crime rates relative to other USA cities.  Their 
explanation is acclimatisation, arguing that Puerto Ricans can acclimatise to the 
high temperatures they face because there is little annual temperature variation in 
Puerto Rico.  This paper suggests another explanation:  rainfall.  There is more rain 
in Puerto Rico than in most of USA (for example, June rainfall in Puerto Rico is 
184 mm, compared to 69mm in USA:  calculated from Mitchell et al, 2003).  
However, we cannot be confident from data we currently have, whether 
acclimatisation or rainfall (or something else) is the correct explanation for the 
anomaly of Puerto Rico. 

Much research on the effects of climate on violence has focused on temperature.  
This paper has considered two other variables:  rainfall, and humidity.  We think 
rainfall tends to reduce violence, whereas humidity tends to increase it (holding 
temperature constant).  But temperature is related to rainfall and humidity (and 
other aspects of climate), hence regression and other types of analysis could 
produce misleading results – larger samples help to reduce this risk.  Apart from 
rainfall and humidity, there are numerous other influences on how “hot” a person 
feels, including wind speed; clothing; and how active s/he is (Brück, 1989).  We 
cannot yet give a complete explanation of the effects of climate on violence;  for a 
fuller understanding, researchers need more data for each month, on factors such as 
humidity and wind speed.  A larger number of monthly observations would also 
help. 

The Pakistan government and its employees deserve credit for making available so 
much monthly data on crime, temperature, and rainfall.  The Pakistan ‘Monthly 
Bulletin of Statistics’ (Federal Bureau of Statistics, multiple editions) is very 
useful (although we think this publication does not report monthly crime data 
before July 1977;  or monthly temperatures before April 1986;  or monthly rainfall 
before November 1988).  We ask government agencies in all countries to follow 
Pakistan’s example, and make more monthly data available – preferably on web 
sites. 

Researchers might take note of the impressive range of climate data at CRU at the 
University of East Anglia (UK).  In addition to the variables used in this paper, 
they provide information on factors such as cloud cover; wet days per month;  and 
wind speed.  Unfortunately, many variables are only available in the form of 
climate ‘normals’.  An additional problem is that much of their data is ‘gridded’, 
and it is hard work for a researcher to identify which latitude and longitude values 
correspond to each country.  In view of the many uses of climate data, we hope 
that staff at CRU will continue to maintain and extend their work. 
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Conclusion: 
This paper has considered two papers, which make opposite claims about the 
effects of very high temperatures on violence:  Van de Vliert et al (1999), and 
Simister & Cooper (2005).  The key question is:  were Van de Vliert et al correct, 
or were Simister & Cooper correct?  The answer is no.  Both papers make claims 
which, in our view, are rejected by this paper:  Van de Vliert et al (1999) claim 
crime is less common above about 24oC, a hypothesis we reject – it seems likely 
that their mistake was not controlling for rainfall and humidity.  Simister & Cooper 
(2005: p. 13) include rainfall in their regression, but find it insignificant:  their 
mistake was not to consider the effects of humidity.  Simister & Cooper (2005: p. 
8) attribute the low crime rate in Puerto Rico (compared the rest of USA) to 
acclimatisation, but our evidence suggests a more plausible explanation is high 
rainfall in Puerto Rico. 

This paper analyses two types of data on violence:  murder & attempted murder, in 
Pakistan; and data on political violence in many countries.  Our analysis, not all 
reported here, suggests that these different types of violence respond in broadly 
similar ways to temperature variations (future researchers may wish to test this 
assumption).  Simister & Cooper (2005) interpret the apparent effects of climate on 
violence as indirect evidence of the effects of stress hormones, such as adrenaline; 
evidence in this paper is generally consistent with that interpretation, but we 
cannot rule out alternative explanations, such as the culture-based model of Van de 
Vliert et al (1999).  Perhaps more medical research is the only way to settle this 
debate;  methods such as inflicting different temperatures on humans (to measure 
the level of adrenaline in their blood) is made difficult, but not impossible, by 
ethical concerns.  Future research may tell us whether (for example) we are more 
likely to reduce violence by education such as anger management, or by air 
conditioning. 

Acknowledgements: 
We are grateful to the Government of Pakistan (meteorological, crime, and 
statistical agencies); the Climate Research Unit at the University of East Anglia, 
UK; and BLPES, the library of the London School of Economics, UK. 

References: 
Anderson, Craig A., Kathryn B. Anderson, Nancy Dorr, Kristina M. DeNeve, 
and Mindy Flanagan (2000), ‘Temperature and Aggression’, Advances in 
Experimental Social Psychology 32: 63-133. 

Boswell, Terry, and William J. Dixon (1993), ‘Marx’s Theory of Rebellion: A 
Cross-National Analysis of Class Exploitation, Economic Development, and 
Violent Revolt’, American Sociological Review 58: 681-702. 



Pakistan Journal of Meteorology Vol 2: Issue 4: (Nov, 2005) 

 65

Brück, K. (1989), ‘Thermal balance and the regulation of body temperature’, in 
Robert F. Schmidt and Gerhard Thews (eds.), Human physiology, Springer-
Verlag, Berlin. 

Cooney, Mark (1997), ‘From Warre to Tyranny: Lethal Conflict and the State’, 
American Sociological Review 62: 316-338. 

CRU (2001), temperature file ‘cruwlda2.zip’, downloaded 16th November 2001 
from www.cru.uea.ac.uk/cru/data/temperature/ 

CRU (2004), temperature files ‘absolute.dat’ and ‘crutem2.dat’, downloaded 13th 
March 2004 from www.cru.uea.ac.uk/cru/data/temperature/ 

Federal Bureau of Statistics (multiple editions), Monthly Bulletin of Statistics, 
Government of Pakistan, Karachi. 

Federal Bureau of Statistics (1998), Compendium on environment statistics: 
Pakistan, Government of Pakistan, Islamabad. 

Hofstede, Geert (2001), Culture’s Consequences: Comparing Values, Behaviors, 
Institutions, and Organizations Across Cultures, Sage. 

Krug, Etienne G., Linda L. Dahlberg, James A. Mercy, Anthony B. Zwi, and 
Rafael Lozano (2002), World Report on Violence and Health, World Health 
Organization. 

Mitchell, T.D. et al (2003: in preparation), ‘A comprehensive set of climate 
scenarios for Europe and the globe’, including gridded datasets downloaded 7th 
June 2005 from www.cru.uea.ac.uk/~timm/cty/obs/TYN_CY_1_1.html.  

Muller, Edward N., and Erich Weede (1990), ‘Cross-National Variation in 
Political Violence’, Journal of Conflict Resolution 34: 624-651. 

Parker, Philip M. (2000), Physioeconomics: The Basis for Long-run Economic 
Growth. MIT Press. 

Ram R. (1997), ‘Tropics and economic development: an empirical investigation’, 
World Development 25(9): 1443-52. 

Rotton, James (1986), ‘Determinism Redux: Climate and Cultural Correlates of 
Violence’, Environment and Behavior 18: 346-368. 

Rotton, James (1993), ‘Geophysical variables and behavior: LXXIII. Ubiquitous 
errors: a reanalysis of Anderson’s (1987) “Temperature and Aggression” ’, 
Psychological Reports 73: 259-271. 

Rotton, James, and Ellen G. Cohn (2002), ‘Climate, Weather, and Crime’, pp. 
481-498 in Handbook of Environmental Psychology, edited by Robert B. Bechtel 
and Arza Churchman. John Wiley and Sons. 



Pakistan Journal of Meteorology Vol 2: Issue 4: (Nov, 2005) 

 66

Simister, John and Cooper, Cary (2005), ‘Thermal stress in the U.S.A.: effects 
on violence and on employee behaviour’, Stress and Health 21: 3-15. 

Sorokin, Pitirim A. (1928), Contemporary Sociological Theories. Harper and 
Brothers. 

Tilly, Charles (1978), From Mobilization to Revolution. Addison-Wesley. 

Van de Vliert, Evert, Esther S. Kluwer and Richard Lynn (2000). ‘Citizens of 
warmer countries are more competitive and poorer: Culture or chance?’, Journal of 
Economic Psychology 21: 143-165. 

Van de Vliert, Evert  and Peter B. Smith (2004), ‘Leader reliance on 
subordinates across nations that differ in development and climate’, The 
Leadership Quarterly 15: 381-403. 

Van de Vliert, Evert,  Shalom H. Schwartz,  Sipke E. Huismans,  Geert 
Hofstede and Serge Daan (1999), ‘Temperature, Cultural Masculinity, and 
Domestic Political Violence: A Cross-National Study’, Journal of Cross-Cultural 
Psychology 30: 291-314. 

 

 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


